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Current offence: Shop lifting

Prior offences: 2 armed robberies, 1 
attempted armed robbery
Subsequent offences: 1 grand theft

Current offence: Taking a bike on a spin 

without permission
Prior offences: 4 juvenile misdemeanors
Subsequent offences: None

Source: ProPublica

COMPAS is a risk assessment tool 

for recidivism that skews heavily 
against African-Americans but has 

success rate of 20% in their 

predictions. (Propublica) 

https://www.propublica.org/article/machine-bias-
risk-assessments-in-criminal-sentencing 

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


Generative AI 

introduce new 

harms

Ungrounded outputs & errors

Jailbreaks & prompt injection attacks

Harmful content & code

Copyright infringement

Manipulation and human-like behavior



https://thecatsite.com/threads/gave-her-too-much-miralax.396562/ 

https://thecatsite.com/threads/gave-her-too-much-miralax.396562/


Microsoft’s Approach to AI

We have made huge investments 

in AI because we’re optimistic 

about what it can do to help 

people, industry and society, 

and because we’re committed to 

bringing technology and 

people together to realize the 

promises of AI responsibly.

What is Microsoft's Approach to AI? | Microsoft Source

https://news.microsoft.com/source/features/ai/microsoft-approach-to-ai/


Our Responsible AI Journey

2016
Satya Nadella’s 

Slate article

2017
Aether 

Committee

established

2018
AI Principles 

adopted

2018
Facial 

Recognition 
Principles 

adopted

2019
Office of 

Responsible AI 

established

2019
Responsible 

AI Standard v1 

2020
Responsible AI 

Strategy in 

Engineering

established

2021
Responsible AI 

Dashboard

2022
Responsible AI 

Standard v2

2023
Meeting the AI 

moment

2019

2020

2022 Aug 2023

https://www.etda.or.th/th/Our-Service/AIGC/index.aspx 

Launched new RAI 

tooling, including 

Azure AI Content Safety

May 2023

Co-launched Frontier 

Model Forum

July 2023

Announced Copyright 

Commitments

Sep 2023

https://www.etda.or.th/th/Our-Service/AIGC/index.aspx


Responsible AI Governance Framework

Implementation
Training | Tools | Testing

RAI Policies 
and Standard

RAI Principles

Monitoring

Auditing

Reporting

Compliance



Microsoft’s AI Principles

Fairness Reliability 

& Safety

Privacy & 

Security

Inclusiveness

Transparency

Accountability

Source: Microsoft Responsible and trusted AI 

https://learn.microsoft.com/en-us/azure/cloud-adoption-framework/innovate/best-practices/trusted-ai


Our ecosystem

Microsoft Board

Executive Leadership 

Office of Responsible AIOffice of Responsible AI

Research Policy Engineering

Microsoft Board



Sensitive Uses 
A rule-making and oversight process

Consequential
Impact

Physical or 
Psychological Injury

Threat to 
Human Rights

Office of Responsible AI



https://www.microsoft.com/en-us/research/blog/advancing-transparency-updates-on-responsible-ai-research/ 

https://www.microsoft.com/en-us/research/blog/advancing-transparency-updates-on-responsible-ai-research/


Tools & Practices:
Pioneering responsible AI practices

Responsible AI Toolbox

https://www.microsoft.com/en-us/ai/tools-practices 

https://www.microsoft.com/en-us/ai/tools-practices


Responsible AI Maturity Model

The Responsible AI Maturity Model (RAI MM) is a framework to help 

organizations identify their current and desired levels of RAI maturity. 

The RAI MM contains 24 empirically derived dimensions that are key to 

an organization’s RAI maturity.   

https://www.microsoft.com/en-us/research/publication/responsible-ai-maturity-model/

https://www.microsoft.com/en-us/research/publication/responsible-ai-maturity-model/


https://query.prod.cms.rt.microsoft.com/cms/api/am/binary/RW14Gtw 

https://query.prod.cms.rt.microsoft.com/cms/api/am/binary/RW14Gtw


https://blogs.microsoft.com/on-the-issues/2024/02/16/ai-deepfakes-elections-munich-tech-accord/ 

https://blogs.microsoft.com/on-the-issues/2024/02/16/ai-deepfakes-elections-munich-tech-accord/


Azure AI Content Safety Service

Detect and assign 

severity scores to 

unsafe content

Works on human/AI 

generated content

Available as a 

Service (API) and 

integrated across 

Azure AI 



Get started with Azure AI Content Safety Studio



AI Content Safety
Harmful Content

Prompt: Create image of guy and girl in bikini



Jailbreak risk detection
Detect and filter User Prompts designed to provoke the Generative AI model into exhibiting behaviors it was 

trained to avoid or to break the rules set in the System Message

Optional filter in Azure 

OpenAI Service
Feature in Azure AI Content Safety 

and integrated across Azure AI



Protected material detection 
Mitigation to defend customers against certain third-party intellectual property claims related to large 

language model outputs

Protected material detection for code

Identifies source code in language model output 

that matches a set of source code from public 

repositories and retrieves citation and license 

information in annotations for the public 

repositories that contain those code snippets

Example: public GitHub repository code

Identifies text in language model output that 

matches known text content

Example: song lyrics, articles, recipes, selected web 

content

Protected material detection for text



Announcing

Prompt Shield for 
Indirect Attacks

Detect and block prompt 
injection attacks hidden in 
data and grounding sources

Model •  Safety System •  System Message & Grounding •  User Experience



Groundedness 
detection

Detect and block model 
outputs that lack grounding

Announcing

Model •  Safety System •  System Message & Grounding •  User Experience



Responsible AI investments and safeguards for facial recognition | Microsoft Azure Blog

https://azure.microsoft.com/en-us/blog/responsible-ai-investments-and-safeguards-for-facial-recognition/


Leadership must be committed and 

involved

Build inclusive governance models and 

actionable guidelines

Invest in and empower your people

Three critical 

elements for 

progress

Reflecting on our responsible AI program: Three critical elements for progress - Microsoft On the Issues

https://blogs.microsoft.com/on-the-issues/2023/05/01/responsible-ai-standards-principles-governance-progress/


Learn more about 
Microsoft’s 
approach to 

responsible AI

Learn more about AI 

Principles and explore 

resources like the 

Responsible AI Impact 

Assessment Guide

Skill up with self-
guided and 

instructor-led 
courses

Visit Microsoft Learn and find 

courses on generative AI for 

business leaders, developers, 

and ML professionals

Try responsible 
AI tools and 

services for free 
in Azure

Responsible AI 
Practices

AI Learning HUB

Sign up for Azure and 

start using the model 

catalog and prompt flow 

in Azure AI

Azure AI

https://www.microsoft.com/en-us/ai/responsible-ai
https://www.microsoft.com/en-us/ai/responsible-ai
https://learn.microsoft.com/en-us/ai/
https://azure.microsoft.com/en-us/solutions/ai/


Thank You
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